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Abstract

We study here explicit flux-splitting finite volume discretizations of multi-dimensional nonlinear scalar
conservation laws perturbed by a multiplicative noise with a given initial data in LZ(Rd). Under a sta-
bility condition on the time step, we prove the convergence of the finite volume approximation towards
the unique stochastic entropy solution of the equation.
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1 Introduction

We are interested in the Cauchy problem for a nonlinear hyperbolic scalar conservation law in d space
dimensions with a multiplicative stochastic perturbation of type:

(1)

du + div(vf(u))dt g(uw)dW in QxR%x (0,7),
u(w,z,0) = wo(z), weQ,xeRY
where div is the divergence operator with respect to the space variable (which belongs to Rd), dis a
positive integer, T' > 0, v € R? and W = {Wi, F¢;0 < t < T} is a standard adapted one-dimensional
continuous Brownian motion defined on the classical Wiener space (2, F, P). As mentioned by J.U. Kim
[Kim06], by denoting @ =R x (0,T") this equation has to be understood in the following way: for almost
all w in Q and for all ¢ in D(Rd x[0,7))
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/d uo(xz)p(x,0)dr + / u(w, z,t)0rp(z,t) + v f(u(w,z,t)).Vap(z,t)dxdt
R Q
t
- [ f g(u(w, z, ))dW (s)dp(z, t)dxdt. )
Q@ Jo
In order to make the lecture more fluent, we omit the variables w,z,¢ and write u instead of u(w,z,t).

Note that, even in the deterministic case, a weak solution to a nonlinear scalar conservation law is not
unique in general. The mathematical stake consists in introducing a selective criterion in order to identify
the physical solution. In the present work we consider a stochastic version of the entropy condition
proposed by S.N. KRUZHKOV in the 70s, the one used in [BVW12] and presented in Section 2.

We assume the following hypotheses:

H1: Uuog € L2(Rd)
Hs: f:R — R is a Lipschitz-continuous function with f(0) = 0.
Hs: ¢g:R — R is a Lipschitz-continuous function with ¢g(0) = 0.

Hy4: g is a bounded function.
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Remark 1 (On these assumptions)

. Hy to Hs are used in [BVW12] to prove the well-posedness of Problem (1). Note that, as it is classically
done for hyperbolic scalar conservation laws, one can assume by convenience that f(0) = 0 without
loss of generality.

. 9(0) =0 is a technical condition coming from [BVWI12] and is also used in the present work to show a
priori estimates on the finite volume approximate solution.

. Hy is probably a technical assumption, it is particularly used p.18 to show the convergence of the term
denoted Si*.

1.1 Former results

Only few papers have been devoted to the study of scalar conservation laws with a multiplicative stochas-
tic forcing. Let us mention the work of FENG-NUALART [FNO8|, where the authors introduced a notion of
strong entropy solution in order to prove the uniqueness of the entropy solution. Using vanishing viscos-
ity and compensated compactness arguments, they established the existence of strong entropy solutions.
Note that the use of compensated compactness arguments reduced their study to the one-dimensional
case and to genuinely nonlinear flux functions. The authors concluded to the uniqueness of stochastic
entropy solution by comparing a strong entropy solution with a stochastic entropy solution.

In the recent paper of CHEN-DING-KARLSEN [CDK12], the authors proposed a generalization of the work
of FENG-NUALART to the multi-dimensional case. They identified a class of nonlinear stochastic balance
laws for which uniform spatial BV bound for vanishing viscosity approximations can be achieved. More-
over they established temporal equicontinuity in L' of the approximations, uniformly in the viscosity
coefficient. They particularly proved that this stochastic problem is well-posed by using a uniform spatial
BV-bound.

Using a kinetic formulation, DEBUSSCHE-VOVELLE [DV10] proved the first complete well-posedness re-
sult for multi-dimensional scalar conservation laws set in a d-dimensional torus and driven by a general
multiplicative noise. As an extension of this work, in a recent paper HOFMANOVA [Hofl4] presents a
Bhatnagar-Gross-Krook-like approximation of this problem. Using the stochastic characteristics method
the author establishes the existence of an approximate solution and show its convergence to the kinetic
solution of [DV10].

Under assumptions H; to Hs and by the way of Young measure-valued solutions, BAUZET-VALLET-
WitTBOLD [BVW12] proved a result of existence and uniqueness of the solution to the multi-dimensional
Cauchy problem in L2(Q x Q). Since the method consists in comparing a weak measure-valued entropy
solution to a regular one (the viscous solution in this case) and not to a strong one, the authors could
consider very general assumptions on the data. In the present work, we will use their theoretical results.

In BAUZET-VALLET-WITTBOLD [BVW14] the authors investigated the Dirichlet Problem for equation (1)
set in a bounded domain D of R? with homogeneous boundary conditions. They proved a result of exis-
tence and uniqueness of the stochastic entropy solution by using the concept of measure-valued solutions
and Kruzhkov semi-entropy formulations.

Concerning the study of numerical experiments for scalar conservation laws with multiplicative noise,
there is also, to our knowledge, few papers and none of them proposes a convergence study for a space
and time discretization of the problem. Let us cite the work of HOLDEN-RISEBRO [HR91| where a time-
discretization of the equation is proposed by the use of an operator-splitting method. They proposed a
result of pathwise convergence to prove the existence of pathwise weak solutions to the Cauchy problem
for (1) in the one-dimensional case.

In the recent paper of BAUZET [Baul4|, a generalization of the work of HoLDEN-RIsEBRO [HR91] is pro-
posed in a bounded domain D of R?. The author proved that the pathwise weak solution obtained in
[HRI1] is the unique entropy weak solution of the stochastic conservation law and that the whole sequence
of approximation given by the time-splitting scheme converges in L? (2% Q) for any finite p. As previously,
the convergence study only concerns a time-discretization of the equation. Note that the main result of
such a paper is obtained by using the theoretical study of BAUZET-VALLET-WITTBOLD [BVW14].

Let us mention the paper of KROKER [Kro08| where the author studied well-posedness of a scalar conser-
vation law perturbed by an additive random noise term. In a first part, they proposed a full time-space
finite volume method in one and two spatial dimensions but without any convergence study. In a second
part, numerical experiments are realized on a few model problems. Note that the stochastic (Itd) part of
the equation is approximated by the Euler-Maruyama method.

In the recent work of KROKER-ROHDE [KR12| the authors were interested in a method of handling the
finite volume schemes for the approximate solution of the Cauchy problem for a hyperbolic balance law
with random noise and investigated on a space-discretization of the equation. For a class of strongly
monotone numerical fluxes they established the pathwise convergence of a semi-discrete finite volume
solution towards a stochastic entropy solution. The main tool was a stochastic version of the compen-
sated compactness approach. It avoids the use of a maximum principle and total-variation estimates but
restricts the study to the one-dimensional case and to the use of genuinely nonlinear flux functions.
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1.2 Goal of the study and outline of the paper

The aim of this paper is to fill the gap left by the previous authors by introducing a convergence result
for a both space and time discretization of multi-dimensional nonlinear scalar conservation laws forced by
a multiplicative noise. More precisely, under assumptions H; to Hy4, we introduce a flux-splitting finite
volume scheme for the discretization of Problem (1) and show that the finite volume approximate solution
converges in L?(Q x Q) for all 1 < p <2 to the unique stochastic entropy solution of the equation.

Note that the main difficulty of this study is to choose suitable tools of the finite volume framework
compatible with the stochastic one and the restrictions brought by the noise. As we will see thereafter,
there is essentially three main constraints to keep in mind:

. Firstly, the use of classical Kruzhkov’s entropies seems difficult for the discrete entropy inequalities
since the stochastic version of the entropy formulation contains a new term involving the second
order derivative of the entropy (see Definition 1). Although this new term is nonnegative, it is
unfortunately not in the good side of the inequality and can’t be removed of the formulation. In
this way, passing to the limit as in the deterministic case to get a formulation with Kruzhkov’s
entropies is not possible here. This point restricts the available technics of the deterministic finite
volume framework to the one involving smooth entropies. Hence we followed some ideas of the paper
of CHAMPIER-GALLOUET-HERBIN [CGH93| and adapted them to the stochastic case to show the
convergence of the method. In such a paper, the authors were interested in the discretization of a
nonlinear hyperbolic equation and proved the convergence of the solution given by an upwind finite
volume scheme towards the unique entropy weak solution of their problem using smooth entropies.

. Secondly, due to the construction of the Itd integral, an explicit discretization of the noise term seems
to be a more natural choice than an implicit one, see Remark 7.

. Thirdly, note that since the increments of the Brownian motion are not L, even if ug € L= (R?) a
L7 .+ bound for the finite volume approximate solution is not possible, see Remark 10.

The paper is organized as follows. In Section 2, we recall the definition of a stochastic entropy solution for
(1) proposed in [BVW12| and the main result of their paper. In Section 3 we define the flux-splitting finite
volume scheme used to approximate the stochastic entropy solution of Problem (1). Then, we give the
main result of this paper, which states the convergence of the approximate solution towards the unique
stochastic entropy solution of the equation. We also give a few examples of classical flux-splitting finite
volume schemes. The remainder of the paper is devoted to the proof of this convergence result. For the
sake of readability, the proof will be established only in the case of a nondecreasing flux function f, which
leads to an upwind finite volume scheme. But the extension to the case of a general flux-splitting scheme
is straightforward. In Section 4, we present firstly the upwind finite volume scheme used to approximate
the solution of our problem. In a second time, several preliminary results satisfied by the finite volume
approximate solution denoted wr i are stated. Then in Section 5 we present a result of convergence of
w7,k towards the unique stochastic entropy solution of Problem (1).

1.3 Notations

First of all, we need to introduce some notations and make precise the functional setting.

. Q=R¥x(0,7).

. Throughout the paper, we denote by C; and Cy the Lipschitz constants of f and g.

. |z| denotes the euclidian norm of z in R? and z.y the usual scalar product of z and y in R

. |I.]|e= denotes the L= (R) norm.

. V =|v| € R denotes the euclidian norm of v in R?.

. E[.] denotes the expectation, i.e. the integral over {2 with respect to the probability measure P.

. D* (]Rd x [0,T)) denotes the subset of nonnegative elements of D(R? x [0,T)).

. For a given separable Banach space X we denote by NE,(O,T,X ) the space of the predictable X-
valued processes (cf. DA PrATO-ZABCZYK [DPZ92] p.94 for example). This space is the space
LQ((O,T) x Q,X) for the product measure dt ® dP on Pr, the predictable o-field (i.e. the o-field
generated by the sets {0} x Fy and the rectangles (s,t] x A for any A € Fy).

If X = L*(R%), one gets that N2(0,T, L*(R%)) c L*(Q x Q).

. A the set of any C*(R) convex functions such that the support of n” is compact. Note that it implies
. . U ! 3
in particular that n” and n° are bounded functions.
. F" denotes the entropy flux defined for any a € R and for any smooth function 7 € A by
a
F"(a) = f n'(0)f'(0)do. Note in particular that F” is a Lipschitz-continuous function.
0
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2 The continuous problem

Let us recall the definitions and the result introduced in the paper of BAUZET-VALLET-WITTBOLD
[BVW12]. These results are obtained under hypotheses Hi to Hs.

Definition 1 (Stochastic entropy solution)

A function u of N2 (O,T, Lz(Rd)) nL” (O,T; LQ(Q X Rd)) is an entropy solution of the stochastic scalar
conservation law (1) with the initial condition uo € L*(R?), if P-a.s in Q, for any n € A and for any
e D (R x[0,T))

0 < /}Rdn(uo)np(x,O)dx+an(u)@tgo(x,t)dxdt+fQF"(u)v.Vzap(x,t)d:cdt

T @ a0+ L [ ot s

Remark 2 As mentioned in Section 1.2, the stochastic version of the entropy inequalities limits ourselves
to the use of smooth entropies. Indeed, one is not able to get a formulation with Kruzhkov’s entropies due
to the second order term fQ > (w)n” (u)edzdt.

Remark 3 Any entropy solution in the sense of Definition 1 is a weak solution, i.e. it satisfies the weak
formulation (2) (See [BVW12] Remark 2.6 p.669).

For technical reasons, as in [BVW12], we also need to consider a generalized notion of entropy solution.
In fact, in a first step, we will only prove the convergence of the approximate solution to a measure-valued
entropy solution. Then, thanks to the result of uniqueness stated in Theorem 1, we will be able to deduce
the convergence of the approximate solution to the unique stochastic entropy solution of (1).

Definition 2 (Measure-valued entropy solution)

A function u of N2 (O, T, L? (Rd x (0, 1))) n L= (O,T; LQ(Q x R? x (0, 1))) 18 a measure-valued entropy
solution of the stochastic scalar conservation law (1) with the initial condition uo € L*(R?), if P-a.s in ,
for any ne A and for any ¢ € D+(Rd x [O,T))

0 < fn{zd W(UO)SD(an)dOE+—/Qv/()ln(u(.,a))@tap(x,t)dadxdtJrfQj(;lF”(u(.,a))v,vz<p(x7t)dadmdt
+fonRdfoln'(u(.,a))g(u(.,a))go(x,t)dadach(t)+%fQfolg2(u(.,a))n"(u(.,a))go(x,t)dadmdt.

And the main result of [BVW12] is

Theorem 1 Under assumptions Hy to Hs there exists a unique measure-valued entropy solution for the
Problem (1) and this solution is obtained by viscous approzimation. Moreover, it is the unique stochastic
entropy solution in the sense of Definition 1.

Remark 4 The unique stochastic entropy solution of Problem (1) given by Theorem 1 satisfies the initial
condition in the following sense: for any compact set K c R?

ess lim F [/ lu(w, z, t) - uo(x)|d:c] =0,
t—0+ K

see [BVW12] Remark 2.7 p.670.

Remark 5 Following VALLET [Val08] Section 6.1, if we assume in addition the following hypotheses
(i) 0<uo(x) <1 for almost all x in R®.

(ii) suppg c [0,1].

then we can show that 0 < u < 1. Indeed, thanks to the It6 formula, this mazimum principle is direct for
the viscous solution u., then it is conserved at the limit for u.

3 Main result

In the sequel, assume that assumptions H; to H4 hold. Let us first give a definition of the admissible
meshes for the finite volume scheme.



hal-00958427, version 1 - 12 Mar 2014

3.1 Meshes and scheme

Definition 3 (Admissible mesh) An admissible mesh T of R? for the discretization of Problem (1) is
given by a family of disjoint polygonal connected subset of R such that R? is the union of the closure of the
elements of T (which are called control volumes in the following) and such that the common interface of any
two control volumes is included in a hyperplane of R, It is assumed that h = size(T) = sup{diam(K), K ¢
T} < oo and that, for some a € RY, we have

ahl<|K|, and |9K|<L1h%, VKT, 3)
«

where we denote by
. OK the boundary of the control volume K.
. |K| the d-dimensional Lebesgue measure of K.
. |0K| the (d - 1)-dimensional Lebesgue measure of OK .
. Ek the set of interfaces of the control volume K.
. N(K) the set of control volumes neighbors of the control volume K.
. K|L the common interface between K and L for any L e N(K).
. & the set of all the interfaces of the mesh T .

. nK,s the unit normal to interface o, outward to the control volume K, for any o € Ex.

Consider an admissible mesh 7 in the sense of Definition 3. In order to compute an approximation of u
N-1

T * .
on [0,T] we take N € N* and define the time step k = N RY. In this way [0,7] = | [nk, (n+1)k].

n=0
The discrete unknowns are ul, n € {0,..,N -1}, K € T. The set {u%,k € T} is given by the initial
condition,

1
0 -_—
U = I Luo(x)dm,VKe T. (4)

The equations satisfied by the discrete unknowns u, n € {0,..., N-1}, K € T, are obtained by discretizing
Problem (1). For the discretization of such a problem, we consider the following flux-splitting finite volume
scheme: we write f as the sum of a nondecreasing function denoted f1 and a nonincreasing one denoted fa2
(note that such a decomposition is always possible, since the flux-function f is supposed to be Lipschitz-
continuous):

For any K € T, any n € {0,..., N -1}

K n n n n - n n
gt iy e 3 lol| (vonseo)* (1) + o0d)) - (vnseo) (1) + fa(u)

oe&

o=KL ()

n Wn+1 _ Wn
- IKlg(ui) ———,

where W™ := W(nk) Vn € {0,...,N - 1}. The approximate finite volume solution w7, may be defined on
QxR%x [0,T) from the discrete unknowns u}, K € T, n € {0,..., N — 1} which are computed in (5):

ur p(w,z,t) =uk forweQ,xe K and t e [nk, (n+1)k), (6)

where {u%, K € T} is determined by (4).

Remark 6 (On the measurability of the approximate finite volume solution) Let us mention
that using properties of the Brownian motion, for all K in T and all n in {0,...,N =1}, ufk is Fni-
measurable and so, as an elementary process adapted to the filtration (Fi)iso0, uTk 18 predictable with
values in L*(R?).

Remark 7 (On the explicit choice in the stochastic integral) We chose in the present work an
explicit discretization for the stochastic term, as it is generally done for the discretization of SDEs and
SPDEs. Note that with an implicit discretization of such a term, the scheme may be ill-posed if g is
nonlinear.
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3.2 Main result

We now state the main result of this paper.

Theorem 2 (Convergence to the stochastic entropy solution) Assume that hypotheses H1 to Ha
hold. Let T be an admissible mesh in the sense of Definition 3, N e N* and k = % € R} be the time step.
Let ur be the finite volume approzimation defined by (5) and (6). Then ur, ) converges to the unique
stochastic entropy solution of (1) in the sense of Definition 1, in L} (Qx Q) for any p <2 as h tends to
0 and k/h tends to 0.

Remark 8 Under the CFL condition
a’h
CyV

k<(1-6) (7)
one gets for & = 0 the Lf"Li’x stability of ur i stated in Proposition 1 p.7, and for some £ € (0,1) the
“weak BV estimate stated in Proposition 2 p.9. In the deterministic case, condition (7) for some & € (0,1)
is sufficient to show the convergence of ur i to the unique entropy solution of the problem, whereas in the
stochastic case this condition doesn’t seem to be sufficient to show the convergence of the scheme, that is
why we assume the stronger assumption k/h - 0 as h — 0.

Remark 9 This theorem can easily be generalized to the case of a stochastic finite dimensional perturba-
tion of the form g(u).dW where g takes values into R and W is a p-dimensional Brownian motion.

Since every Lipschitz-continuous function can be decomposed as the sum of a nondecreasing function
and a nonincreasing one, for the sake of readability we will only prove this theorem in the case where
the flux f is a nondecreasing Lipschitz-continuous function. In this case, the Scheme (5) leads to an
upwind finite volume scheme (see Equations (8)). Note that the extension of the proof to the case of
a general Lipschitz-continuous flux function is straightforward. Some preliminary results on the upwind
finite volume approximate solution will be established in Section 4 and the proof of Theorem 2 will finally
be given in Section 5.

3.3 Examples of flux-splitting finite volume schemes

Here are some classical examples of “flux-splitting schemes” for which the convergence result of the present
paper holds:

e The most simple example corresponds to the case where the flux function f is monotone, which
leads to an upwind scheme, see Equations (8) below.

e The Engquist-Osher scheme concerns a convex or concave flux-function f. In this case either f is
monotone and it comes down to the previous case, or f’ vanishes in a unique interval of R. In the
second case R is the union of two intervals and f is monotone on each of them, which leads to a
natural splitting.

e The modified Lax-Friedrichs scheme in the sense of [EGHO00], whose generalization in the case of an
hyperbolic system is called the Rusanov scheme, corresponds to a decomposition of the flux in the
following way: f = f1 + f2 where fi(z) = f(z)/2 + Dz and fo(z) = f(x)/2 - Dz, with 2D > C}.

4 Preliminary results on the finite volume approximation

Assume in the sequel that the flux function f is additionally nondecreasing. In this way, the flux-splitting
scheme (5) is reduced to the following upwind finite volume scheme:
For any K € T, any n€{0,.... N -1}
K n n n n Wn+1 _ Wn
Bty 3 tolvnseo fuz) = Klg(ui) ="
oefi (8)

1
U?{ = ﬁfKuo(ﬂf)dm,

where W™ := W(nk) Vn € {0,..., N =1} and u; denotes the upstream value at time nk with respect to o.
More precisely, if o is the interface between the control volumes K and L, uy is equal to u if v.ng o >0
and to uf if ving - <0.

The approximate upwind finite volume solution w7 i is as previously defined on € x R? x [0,T) from the
discrete unknowns uy, K € T, n€ {0,...,N — 1} computed in (8):

ur p(w,z,t) =uy forweQ,xe K and t € [nk:, (n+ 1)l€) (9)
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4.1 Stability estimates

Let us state several results on the finite volume approximate solution wr  defined by (8) and (9).

Proposition 1 (L{°L2 , estimate) Let T > 0, ug € L*(R?), T be an admissible mesh in the sense of
Definition 3, N e N* and k = L € R} satisfying the Courant-Friedrichs-Levy (CFL) condition

2
a’h
k< . 10
% (10)
Let ur i be the finite volume approzimate solution defined by (8) and (9).
Then we have the following bound
c2r/2
[lr, i |L°°(0,T;L2(Q><]Rd)) <efl! lluoll 2 (ray-
As a consequence we get
2 TC? 2
llur kllT2oxq) < Te” 9 luollp2 gay-
Proof. Let us show by induction on n € {0,.., N — 1} the following property:
n \2 2\n 2
> IKIE[(uk)’] < (L +kCg) " |luollz2 (gay- (Pn)

KeT

First one has

3 IRIE[ 5] Kgmm[(';' I uo@)dx)]

2
||u0||L2(]Rd)‘

/N

Set n € {0,...,N — 1} and assume that (P,) holds. Since divv = 0, the finite volume scheme (8) can be
rewritten as follows:

K n n n " n WTL+1 _ W'n
Bl )+ 3 lolvmeo (P - k) = Klg(ui) """
o€
and therefore, using the definition of u}, it is equivalent to
K n n _ n " " Wn+1 -W"
Bt i)+ 3 lolvmmeo) (£~ F@i)) = KlgCui) T
o€
o=K|L

Let us multiply this scheme by u%. We get, by using formula ab = %[(a+ b)? - a® -b*] with a = u™* —ul
and b = ul,

Pl —uidute = = % Ioltvnmo) (Fi) - fi) ik
ka3
W gy W - Wy
- (o SO S St O A S O o F1 7 SR
oef i
o=K|L
gyt -wmy
- Bl iy -] = Blaw =i -k $ lol(vnica) (k) - £ Juk
cef i
o=K|L

+| K g(ufi ) (W™ = W™ Yul.
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Using (8) we can replace (u™ - u%)? and this gives by taking the expectation

r 2

Blefrn? - i) Ll % 2 lolvmsco) (£(uE) = (k) + guf (W - W)
o=K|L

~KE| Y Jol(vano) (£(uk) = f(uf) )uke | + | KIE[g(ui) (W™ - W™ uk]

| K ]
s (st ) | [+ 450 :
=i E|| 2 lelvmse) (£uk) - S i) B [(9(uic))]
o=K|L

~kE| Y ol(vnro) (f(uk) - F(uf) )uk

oefx
o=K|L |

Using Cauchy-Schwarz inequality and Assumptions (3) on the mesh we get

L") - @i sy B|| 3 lelnn) (£ - i) (z |a|<v.nK,a>)

i
~kEz| X ol (£ = 1) ue [+ LB (007
o':KIfL

k| 3 fol(vno) oy (P - k) = (k) - £k
o-:K}fL

I B (g r)?)

where we have used that

Z lo|(v.ink,s)” < VIOK|
oefx
VIK]
o?h

Moreover, consider the function ®(a) = f sf'(s)ds defined for any a € R and note that 0 < ®(a) < Cya’.
0

Using the technical Lemma 4.5 p.107 in [EGH00] on monotone functions which states that for any a,b € R
we have

b 1 )
J 16 = F@s| > 5o [0 - F@),

and therefore since f is supposed to be nondecreasing
b(f(b) - f(a)) > [f(b) f(@)]* + ®(b) - (a).
one shows that (thanks to the CFL Condition (10))

B(uf) - ®(uie) + [£(u) = (i) ke - 5og [FCai) - Fi)] >0

In this way
@E[(u?gl)z—(uﬁf] < k|K|C E[( %) ] Zg: |0’|(V.’I’LK,U)7E|:(I>(U’Z)—(I)(u’;()].
o= KI\(L
Note that
g ol(v.ni.o)” E[@(uf) - ®(ui) ] = g 0| E[(v.nr,o) @ (u}) - (ving.e) @(uk)].
o-:K}|<L JU:EKI\(L
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By summing on each control volume K and using the fact that divv = 0 we obtain

Y% leltvnro) Blo@ui) - o))=Y olvae B[®E)] ¢ olvan o B0 (uk)]
KeT oe€i oef
o=K|L o=K|L

I
™
S
s
3
S
Q
oo
iy
<
=3
+
S
s
3
=
Q
=
=
<
X3

> > lol(vink,o)E[®(uk)]

KeT oe€ i
KZE:TE[q)(uK)]deiv(v)dx
=0.

In this way, using (P,) we get

> |K|E[(u}?l)2] < 3 |K|(1+ kC2)E [ (uk)?]

KeT KeT
<(1+ kc;)nH”UO”i%Rdy

We deduce that (P,+1) holds, and we conclude by induction that
c2r/2
H“T,kHLM(o,T;H(Qde)) <eCa”/ HUOHLQ(Rd)-

This gives the L;° LZ,I stability of the approximate solution. As a consequence, we have

S5 kKB

n=0 KeT

2
||UTJ€||L2(Q><Q)

cir 2
Te s [JuollL2 ga)-

IN

Remark 10 (On a L, estimate) As mention in Remark 5, if one is concerned by the modeling of
fluid flow in porous media, if the stochastic entropy solution u has to be a saturation, one gets that 0 < u < 1
as soon as hypotheses (i) and (ii) (of Remark 5) are fulfilled. Note that if we assume that uo € L= (R%)
with 0 < up < 1, this bound does not hold for the approzimate solution wr i, and this approximation is
even unbounded in L= (Q x Q). This is due to the fact that the increments of the Brownian motion are
not bounded.
For example let {u?(,K eT,ne{0,...,N - 1}} be given by the finite volume scheme (8) with d=1, v =1,
f(z) ==, g(x) = (1 - x)1lo11(x), 0 < € < 1 and assume that for all K € T and all n € {0,...,N - 1},
u% =1—-¢€. Then

ug =1l-e+g(l-e)W"
Denote by a = g(1-€) > 0. Since W' ~ N(0,k), P(W' > £) >0 and so P(ux > 1) > 0. Indeed, we can
even prove that uj; does not belong to L™ ().

4.2 Weak BV estimate

Proposition 2 (Weak BV estimate) Let T be an admissible mesh in the sense of Definition 3, T > 0,
N e N* and let k = % e R} satisfying the CFL condition

(1-8)a’h
k< —=2 2 11
v (11)
for some £ € (0,1).
Let {u}L(,K eT,ne{0,....N - 1}} be given by the finite volume scheme (8).
Then there exists Ch € R}, only depending on T, uo,&,Cy and Cy such that

N-1 )

Yk % ol lvenseo B[ (£(uic) - F(u})) ] < Cu.
=0 ag;(é\‘L

Let T > 0 and R > 0 be such that h < R, we take N € N* and define k = % e R;. We also define

Tr = {K € T such that K ¢ B(0,R)}. Then there exists C € R}, only depending on R,d,T,a,uo,&,Cy

and Cy such that

N-1
2k > ol IV.nK,U|E[|f(u?() - f(uz)u <Ch2
n=0 oe€

o=K|L
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where ER denotes the set of interfaces of Tr.

Proof. Multiplying the first equation of (8) by kul, taking the expectation and summing over K € T
and n=0,..., N -1 yields A+ B = C with

A= Z Z \K|E[(u"+1—u7}()u}2]

KeT n=0

B= Z Zkkf\(v NK,o) Z E[f(u[,)uK]

KeT n=0 o€k
= Z_: klo|(v.inko)” > E[(f(“%)‘f(“ﬁ))uz]
KeT n=0 ;7:615(1‘2

c- 3 5 KIEfa(ui)uR v - W) <o,

KeT n=0

Note that the term C' is equal to 0 since g(uk )uk is Fnr-measurable, it is therefore independent of the
increment W™ — W™,
Using the formula ab = 3[(a +b)? - a® - b°] with a = ui™" - uj and b= u% we get

=5 Z Z |K\E[( K- uk) ]+* > IK[E[(ux)? - (uk)’],

Ks'Tn 0 KeT

and using the Scheme (8) gives

N-1 2

a - L K |E (g<u;z)<wn*1—vv">—i 5 IUI(VﬂK,a)’(f(u}%)—f(ul’)))
QKET n=0 |K| 0'681|<
o=K|L

LS R BL)? - ()]

2 KeT
= A1 + Az.
Since 2 |Ili,|g(uK)(f(uK) f(u})) is Fnr-measurable it is therefore independent of the increment W"*' -
W™, so that
1 = n 2 k2 - n n ?
A - -2 HKIE[(i0)] s | E oy (i - £i))
2KeT n=0 |K| o€
o=K|L
1 N=L n 2 k - n ny\2
> -3 HEIE[(9(ui))" ]+ 0= 7 3 lol(venseo) B[ (F(uk) - £(ui))’]
KeT n=0 o€

o=K|L

where we have used an argument similar to one used in the proof of Proposition 1 (under the CFL
Condition (11)), namely

K (pgom o K2 Cim 2 ,
Sl (£ vy G- g0 | < | 8 et (i s | £ e
< Kok ¥ ol E[(7 (k) - £ui))’]
h |K| oeéfff ’
< (9% T loltvno) B[(70) - 1))
U:KI|<L

10
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In this way, thanks to Proposition 1 there exists C' >0 which only depends on T, C, and [luollr2(may such
that

A > -9 Y Tk Y lolvao) E[(k) - Fi)] - 5 T KI5 3 IKIE] ()]

KeT n=0 oef i KETn :
o=K|L
> 55079 % Tk 3 ol B (700 1)) - ol - 57O ol e
KeT n=0 ocefg
o=K|L
> (1 OY Sk Y lol(vnre)” B[ (F(uic) - £(u2))] - %é

KeT n=0 oe€ i
o=K|L

N-1
We now study the term B= > Y k > |U\(v.nK,g)_E[(f(u}L<) - f(uz))u%] Let us introduce again
KeT n= el
o=K|L

the function ® defined on R by ®(a) = f sf'(s)ds. Using again the technical Lemma 4.5 p.107 in
0

[EGHO0], and the same arguments as in the proof of Proposition 1 we get

B > KgTZOk % lol(vinue o) B[(£(uk) - fui)’]
o=K|L

Therefore, since A+ B =C

0> 36, Y loltvao) Bl(£(ui) - Fu2))] - 5C.

which, in turn, gives the existence of Ci € R}, only depending on T',Cy, Cy, & and lluollr2(ra) such that

N-1

_OkKZT % lol(vanio)” B[ (f(uke) - f(uf))*] < €,
U:KI|(L

or equivalently

N-1
Sk Y ol o B[ (f(uk) - f(uf))’] < C
n=0 Ug;(le
Set R > 0 be such that h < R and define the set Tg = {K € T such that K c B(0,R)}.
Using Cauchy-Schwarz inequality, we finally get

2

S %Y Moltvnse) B[l k) - £ > %Y Hol(vaneo) Bl (i) - £(ui)f]

KeTRp oe€g n=0 KeTRp oe€g n=0
o=K|L o=K|L

IN

1> Z_:lk|0'|(v.n1<,g)_

KeTgp o€ n=0

o=K|L

< CvT Z ‘8[(‘
KeTg

< avript o1
« KeTn

< Cﬂ/Tlhd_”B(O’R)‘
«a ahd
c

S ClVT%,

1/2

for some constant ¢ depending only on |B(0, R)|, and thus with C' = (C1VT 55 )/~ one gets

N-1
Yk Y ol Voo B[ f(ui) - f(ui)]] < OB,
n=0 sl

o=K|L

which concludes the proof of the lemma. m

11
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4.3 Convergence of the finite volume approximate solution

First of all, note that the a priori estimates on ur j only provide (up to a subsequence) weak convergence
for uwr . Moreover, due to the nonlinearity of f and g, one needs compactness arguments to pass to
the limit in the nonlinear terms and these arguments have to be compatible with the random variable.
The concept of Young measures is appropriate here and the technique is based on the notion of narrow
convergence of Young measures (or entropy processes), we refer to BALDER [Bal00] but also to EYMARD-
GaALLoUET-HERBIN [EGH95].

Thanks to the a priori estimate stated in Proposition 1, the approximate finite volume solution wur x
converges (up to a subsequence still denoted w7 ) in the sense of Young measures to an “entropy process”
denoted by u in L2(Q xQx (0, 1)) Precisely, given a Carathéodory function ¥ : Qx Q xR — R such that
U(.,ur k) is uniformly integrable, one has:

E[fQ \I/(.,uT,k)dxdt] »E[fQ follll(.,u(.,a))dadxdt].

We recall that a function ¥ : Q x @ xR - R is a Carathéodory function if for almost any (w,z,t) € Q x Q
the function v — ¥(w,z,t,v) is continuous and for all v € R, the function (w,z,t) » ¥(w,z,t,v) is
measurable.

Remark 11 (On the measurability of u) Since ur i is bounded in the Hilbert space N (0, T, L (Rd)),
by identification one shows that ur ) — f01 u(.,a)da weakly in L?(Q x Q) so that fol u(.,a)da is a pre-
dictable process with values in L*(R%). The interesting point is the measurability of u with respect to all
its variables (w,x,t,a). Revisiting the work of PANOv [Pan96] with the o-field Pr ® L(R?), one shows
that u is measurable for the o-field Pr @ L(R?x]0,1[), thus u € Nf,(O,T, L*(R%x]0, 1[)) See Appendiz
A.3.3 p. 707 [BVW12].

Remark 12 (L°°(O, T; L?(Q x R x (0, 1)))) regularity of u) Since the sequence of approxzimate solu-
tion ur i s bounded in L (0,T; L*(Q x Rd)) according to Proposition 1, following [BVW12] Remark 2.4
p.667-668 we show that u e L=(0,T; L*(Q x R? x (0,1))).

Note that if one is able to show that u is a measure-valued entropy solution of Problem (1) in the sense of
Definition 2, then, using the reduction result of [BVW12] stated in Theorem 1, we will be able to conclude
that all the sequence w7 j converges in Li.(Q2x Q) to the unique stochastic entropy solution of (1) in the
sense of Definition 1. Since u satisfied the regularities required by Definition 2, it remains to show that
u satisfies the following entropy inequalities:
Ve A, VoeD (R x[0,T)) and P-a.s. in Q

0 < /Rﬁ(UO)tp(m,O)dx+fQ/01{U(u(.,a))attp(:v,t)+F"(u(.,a))v.vzap(x,t)}dadmdt
+[0T [Rd‘[01n’(u(.,a))g(u(.,a))ap(m,t)dadxdW(t)
o [ [Pt @), Ddadadr.

This is the aim of the next section.

5 Convergence of the scheme

We propose in this section entropy inequalities satisfied by the finite volume approximate solution and aim
to pass to the limit in these formulations in order to show the convergence of the scheme. For technical
reason, one needs to consider a time-continuous approximate solution constructed from wur i, denoted
vT,% in the sequel.

5.1 A time-continuous approximation

Note that, since divv =0, the finite volume scheme (8) can be rewritten as :
For any K € T, any n € {0,..., N -1}

i = s i 3 el (v ) (1) - £ + i) W - W),
oef i

1
u(}( = m/}(uo(:ﬂ)dw,

12
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where W™ := W(nk) Vn €{0,...,N - 1}.
Set K €T, ne{0,..,N -1} and consider vk the stochastic process defined on Q x [nk,(n + 1)k] from
the discrete unknowns u’ by :

vk (w,5) = uK|K’|"“ 32 lol(vnuea) (£(u3) = F(ui)) + (i) (W (s) = W (k)
o [ ) - f(uk) s
- e [ P e TR [ gtuiaw ), (12)

In this way, vk (w,nk) = u% and vi (w, (n+1)k) = uF.

Let us now define the time-continuous approximate solution vy x on € x R? x [0,T) by
vrp(w,z,t) = vk (w,t),weQ,ze K and t € [0,T). (13)

We now estimate the difference between the continuous approximation v7 i and the finite volume solution
UT I

Proposition 3 Let uo € L>(R%) and T be an admissible mesh in the sense of Definition 3, N € N* and
let k = % € R satisfying the CFL Condition (11).

Let vy be the time-continuous approximate solution defined by (12) and (13), and ur ) be the finite
volume approzimate solution defined by (8) and (9).

Then there exists C1,Co € R} independent of h and k such that

[[wr ks — UT’kHiZ(QXQ) < Cih + Csk.

Proof.

llur .~

(n+l)k " . s —nk . . . 9
- KJn Ofn fKE[(—g(uK)(W(s)—W )- "] S Jol(vank.o) (f(ug)—f(uK))) ]dmds

oef i

Sl s—nk B n N 2
- T ¥ 0/ f [g(uK) (W™ -W(s))) ]+E[( R 2 o) (Fuz) - F(u5))) ]dq;dg

oef i

IN

5 5 IKIECB] ()] ¢ koI T o) B (1608 - 100) |

KeT n=0 o

- 2 4 LI - n )
Cillur il 3 zku e Yiga s eV T ol | (500 - 60)'|

= ocef i

kCﬁlluT,knia(mQ)+h(1V§C)2 WD) IUI(V»nK,a)E[(f(u?)—f(u}?))Q]

KeT n=0 oefi

IN

IN

(1-6)%?
ver ¢

IN

2 2
kCgHUT,kHLZ’(QxQ) +h 15

where we have used the constant C; given by Proposition 2. m

5.2 Entropy inequalities for the approximate solution

In this section, an entropy estimate of the approximate solution is proved (Proposition 5), which will be
used in the proof of convergence of the numerical scheme (Theorem 3). In order to obtain this entropy
estimate, some discrete entropy inequalities satisfied by the approximate solution are first derived in the
following proposition.

Proposition 4 (Discrete entropy inequalities) Assume that hypotheses Hi to Hy hold. Let T be an
admissible mesh in the sense of Definition 3, N e N* and let k = % € R be the time step and assume that

%—>Oa5h—>0. (14)

13
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Then P-a.s in Q, for any n € A and for any ¢ € D*(Rd X [O,T)):

N-1
-Y X [ i) - i) el nk)da
n=0 KeTRr
N-1 (n+1)k 0o
+ )y fk fKF (uk)v.Vaep(x,nk)dzdt
n=0 KeTp 7"
N-1 (n+l)k S .
DINDY n' (i) g(uk ) (a, nk)dzdW (t)
k K
n=0 KeTp Y "
1 N-1 (n+1)k P 5 "
5 > /k fKn (ux)g” (uk)o(x,nk)dzdt
n=0 KeTp 7™
> RM (15)

where for any P-measurable set A, E[IARh’k] -0 as h - 0.

Proof. The proof of this proposition will be separate in two steps: in a first time we will show that
Inequality (15) holds for a convenient R"* and in a second time, we will prove that for any P-measurable
set A, E[lARh’k] —-0as h—0.

Let T > 0, uo € L*(R?), T be an admissible mesh in the sense of Definition 3, N € N* and k = & e RY. We
assume that k/h — 0 as h — 0, in this way we can suppose that the CFL condition

k<(1—§)a2h
SO

holds for some £ € (0,1). In this manner, the estimates given by Proposition 1 and Proposition 2 hold.
Consider 77 € A and ¢ € D*(R? x [0,T)), thus there exists R > h such that suppy c B(0,R - h) x [0, TT.
We also define Tr = {K € T such that K ¢ B(0,R)}.

Step 1: Let us show that Inequality (15) holds for a convenient Rk,
The application of Itd’s formula to the process vk defined by Equation (12) and the function F': (¢,v) €
[0,T] x R » n(v) € R on the interval [nk, (n + 1)k] yields P-a.s in Q

n(vK((n+1)k)): n(vK(nk))+[l:n+1)kﬁ/(UK(t)) Z ‘0|(V-”K70)7wdt

oefx

o [ )i ()

nk
1 (n+1)k " 2 n
w5 [ e (0)g (it (16)

Let us multiply Equation (16) by |K|¢%, where ¢f = |Tl(| / o(x,nk)dz, and sum for all K € Tr and
K
ne{0,...,N —1}. One gets P-a.s in Q2

N-1 1 N-1 (n+l)k
> % [ ol = S 3 [ ) % o) (1) - Fuk) ek

n=0 KeTg 0 KeTp 71k cefx
R ( )k ! n n
3y [ e ()gui)aw 01K ek
n=0 KeTr
1 =l (n+1)k " 2 n n
c3 % X[ 0 e ) (ui)dHK k.
n=0 KeTR

This can be written as A™* = BM* 4 chF 4 DRF where

N-1
AR = > i) = n(ui)] K|k
n=0 KeTgr
hok N-1 (n+1)k , N " n n
B =y > [ () lel(vinie) (f(ul) - i) deei
n=0 KeTgr nk el
hok N-1 (n+1)k , " "
= 3 [ @) aw Kk
n=0 KeTg 7"k
1 N=t (n+1)k " "
pHto= Sy X f 0" (v (1)) 9" (ufc )t | K.
n=0 KeTp Jnk

14
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Let us analyze separately these terms.
1. Study of A™*: we note that —A™* is equal to the first left hand side term of Inequality (15).

2. Study of B"*: we decompose B™* in the following way
Bk — ghok _ ghik | ghik _B{L,k) +B?,k

where

2

= i > k' (ui) Z lo|(v-ni.o)”(f(us) - f(uk)) ek

n=0 KeTp oe€p

2‘

By = Z >k 3 lol(vak.e) [F7(ug) - F" (uk) Jok,

n=0 KeTp oefk

Firstly, note that

N-

BBt < z S kY [ o) [ i (£(3) - i) - (F7 () - F' (i) Jic
n=0 KeTp oeE Y7
Since f and 1’ are nondecreasing one gets

0 (Wi ()ds = [ 7 (5)f(s)ds

u

U

o Wi [£() - )] - [P @) - Fr(uio)] = [ °

:Ni

fn n' (ui) —n'(s))f'(s)ds

u

K
X 0,
thus B™F - Bi“k <0.
Secondly, since divv =0, Bf * can be rewritten as
hok _ &
) n n
By Z > kY lolvike F7 (ug)el.

n=0 KeTr oefk

By denoting x, the center of the edge o and ¢ the value ¢(z,,nk), note that since nx,o = —nr,o if

o=K|L, and uy =ufk if v.ng,, >0 and ug = uf if v.ng,, <0, one gets

N-1
Z Z k Z lo|v.nk o F" (uy )y =0,
n=0 KeTr o0efk

and so

N-

B =3 3k 3 lolvaua P @) [ek - ¢2],

n KeTp o€k

,_.

which can also be rewritten as

- S kY lolvenne F(uk) (@ - ¢h] + R,

n=0 KeTp oefk

where

Ry* =Y Y kY lolvike [F7(uk) - F(ug)] [k - @5

n=0 KeTr oefk

Using again the fact that divv =0, B?’k is also equal to

N-—
- ¥y (z |av.nK,a¢:)F"<um+R¢»k

n=0 KeTr el

In this manner, B]"* can be rewritten as BI"* = T)"* + R"* where

N-1

T = Tk Y Y [ vakee(snk)dy (@) F (uk) + Ry

n=0 KeTpoeEx 77

and

N-1

RYF = E > > [\a|v.nK,g<pZ;—/v‘nK,Jcp(x,nk)dfy(m)] F"(uk).

n=0 KeTRroefk

15
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Moreover,

-1

EY > 0y fv.nK,ago(J:,nk)d’y(x)F"(u}l():kZ_: > /BKv.nK,aap(m,nk)d'y(x)F"(u}L(

=0 KeTroeEx Y7 n=0 KeTR

[=}

N-—

=k > /Kdiv(vcp(ac,nk))dwF"(u?()

n=0 KeTr

-

~ ©

=ky > fKF”(u}l()v.Vch(m,nk)d:c,

n=0 KeTr

and in this way

N-1
BIWk = pivk L RIVK 4 kY. f F"(ugk)v.Vao(z,nk)dz.
K

n=0 KeTgp
Finally,
Bk < phk_ pght +Bf,k

. N-1
B"* _BMF L RIVF L RDF 4 kY f F"(uy)v.Vap(x,nk)dz.
n=0 KeTg K

3. Study of C"*: we decompose C™* in the following way
Ok _ ook _ @ik | Gk

where
~h,k = (n+1)k Iy n n
cvto= XX fok N (ug)g(uk )e(z,nk)dW (t)dz.
KeTr n=0 n

4. Study of D™*: we decompose D™* in the following way

Dh,k: _ Dh,k _Dh,k +Dh’k,

where
T 1 = (n+1)k " n n
Dhr - = Z Z f fn (uK)g2(uK)g0(x,nk)dmdt,
2 120 Ko Ik K

Since P a.s in Q, A"F = BME L 0MF 4 DME ) we get

N-1
AR Sk f F(uy)v.Vap(z,nk)de + C"* + D"*
n=0 Ke7p 7K

Shk hk | Ahk hk | RHhk h.k h.k h,k
> B"-B"+C"-C""+D"-D"" -R;" -Ry",

i.€.

& +1

-Y X [ i) = i) el nk)da
n=0 KeTg v K
N-1 (n+1)k

+ / f F(ufk)v.Vap(z,nk)dzdt
n=0 KeTp 71k K
N-1 (n+1)k S N

DY f f 1’ (uk)g(uk ) (@, nk)dzdW (t)
n=0 KeTg ¥k K
1 N=1 (n+1)k v 2

*3 > f f n (ux)g” (uk )p(x, nk)dzdt

n=0 KeTRr nk K
> Bk _pghk | Ghk _ ohik | phie  phik R?’k B RZ"“,

one finally gets Inequality (15) by choosing

hk _ bk hk | Ahk Rk | Fhk R,k R,k R,k
R =B""-B""+C""-C""+D""-D"" -R"" -Ry".
Step 2: Let us show that for any P-measurable set A, E[lARh’k] —-0ash—-0.

16
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Consider A a P-measurable set and let us analyze separately the convergence of E[l A( Bk _ Bh,k)]7
E[14(CM* = " M)], B[1a(D™F - D"Y)], B[14(RY*)] and E[14(RSY)].

1. Convergence of E[IA(Bh’k - Bh’k)]

Note that here the assumption k/h — 0 as h — 0 is crucial.

e[ - )| e 5 5w [ o) - }s T leltvn) () - 1)<k
:N_l (n+1)k ”
=Bl 2 T [, @ o) -uicdds 3 lol(vinica) (£5) - (i)
n=0 KeTg 7™ ol

"(fk)

n
S|
o
.

\/\

o

E[ n=0 K;’R ta fn:nﬂ)k 0" (&k)g(uk ) (W (s) - W(nk))ds

< 2 lol(vina)”(f(uz) - fui))ek |

oef i

h,k h,k
=177+ T,

We analyze separately T lh * and T2h " Note that in both cases, we use the constant C; > 0 given by the
weak BV estimate of Proposition 2 and the Assumption (3) on the mesh.

[T = E[i > ;"”)'“n"(&)""‘;"“ds( > IUI(VﬂK,a)(f(uZ)—f(u}?))) 50}2]

n=0 KeTp oefi

< lellele 3 k|K|( > |a<v.m<,o>)( > IUI(V»nK,o)E[(f(UZ)—f(u%))Q])

n=0 KeTR oef oef i

A lelpleV S 3k |aK| > lol(vno) B[ (£(uz) - f(ui))?]

n=0 KeTp e

InlelleleV Sk S lolvane) E[(78) - u)’]

n=0 KeTRpoefk

k. u v
gf oo ooic
M L

—-0as h—0.
h, k 2 = (n+1) n _Igen n - n n
[Ty E >, T Lagkn” (€x)g(uk){W(s) - W(nk) }dzds Zg: lo|(v.nk.o ) (f(ug) - f(uk))

& n+1)k " en n n 2
<E Z / ’1A77 (fK)WKg(U«K)‘ ds
n=0 KeTp Jnk

2
ds]

>
E: f(M) I[W(S)W(nk)] > lol(vonio)” (f(ug) - f(uk))
T

oe€x

kV _ n n A2
1 el C > Y Jol(vao) B[(F(ul) - (k)]
n=0 KeTRpoeExk
k CIV " c?
<oz ln Il l% CoTe" s [luol 22 ey
-0 as h - 0.
In this way,

E[14(B"* - B"")] > 0 as h >0,

17

|K| (Z lol(v.nr.o)” (f(ug) - f(uK))) ]

e

2

|
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2. Convergence of E[lA(C’h’k - Ch’k)]

’E[lA(éh’k - Ch”“)] -

RN R UCEOR n’(uzzngw%)w(x,nk)dW(t)dz]

E[ S5 [ [0 i ) o (i) (o) — ol 0) dW(t)dx]

KeTgr n=0

+

. L@ > o [ i n0)- n'(U%)]g(u"x)w(Lt)dW(t)dx]

h,k h.k
=57+ 55",

Using successively Cauchy-Schwarz inequality on 2 x B(0, R) and Itd isometry one gets

hok
Sy =

E[KZTNZ Lo [ {n'(vK(m—n’<u?<)}g<u?<){so(w,nk>—so(a:,n}dvv(t)dx]

n=0

N1 o 2 1/2
<VIB(O,R)| 3 [K; fKE[( fnzi )k{n'(vx(t))—ﬁ'(u'k)}g(u%){w(fﬂ,nk)—w(w,t)}dW(t)) ]dx]

N-1 (n+l)k , , n 2 o n 2 12
~VIBOBRIL | & [ [ {0 () -0 i)} g Wi (e, nk) - o, )} |deda

n=0 | KeTp YK Jnk

, N-1 n 1/2
< VEVIBO, BRClleil=ll |- 35 k( ) |K|E[(ui)*])
n= KeTr

<VEVIBO, R)2C, |l 10| Te™ 5 fuo]| 2z
—0as h—-0.

Note that here Assumption H4 on the function g is important:

2

(537)° =

E[ZKZT [ {n'(vx(t))—n'(u’%)}g(u’%)w(w,t)dW(t)dx]

2

N[ Loy Lm0 - st et 0]

co.m) [ ([ ero-vrolereenaro)

(0,R)

:|B(0:R)|IB(O’R)fOTE[{U/(UT,k)—UI(UT,k)}292(UT,k)SD2($,t)]dtd$

2 2 2
<IB(O, Rl el n” s lglllvr s = ur i

— 0 as h — 0 using Proposition 3.

2
L2(2xQ)

In this way,
E[14(C"" = ") > 0as h > 0.

3. Convergence of E[lA(Dh’k - Dh’k)]

‘E[1A(D”’k - Dh”“)]’

;E[KEZTR >/ A [n"(U%)—n"(vx(t))]92(U?<)90($,nk)dmdt]

k

IN

1, 2
§||9||oo\|90\|oo||77”(u7’,k) - TI”(UT,k)”Ll(QxB(o,R)x(o,T))

— 0 as h - 0 using Proposition 3.

In this way,
E[14(D"" = D"*)] > 0 as h — 0.

4. Convergence of E[IA(R?’k)]

18
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Thanks to the weak BV estimate stated in Proposition 2, one shows that E[IAR’f’k] - 0as h - 0.
Indeed,

[PUARS = |B| £ 3 14k 3 v [F"(u’%)—F"(uZ)][w’z?—soZ]]
B[ X T 1k ¥ lolvaie) [F (k) - P ()] [@’é—w?]]

n=0 KeTp el

Ueelwh TES T |U|(V.nK’a)‘EHfu:TIL< () F (5)ds

n=0 KeTRroefk

|

palwlloh Sk S S Jol(vinsreo) E[|F(ul) - F(ui)]]

n=0 KeTgockxk

h
Vh
—->0as h—0,

< —=Clpalleoln’ oo

where C' is the constant given by Proposition 2.

5. Convergence of E[lA(Rg’k)]
By denoting x, the center of the edge o, let us recall that R}QL * is equal to
N

Z;Olk > X [\0|v.nx,g<p(z0,nk)—f(yv.n;{,(,@(‘r,nk)dw(m)]Fn(uv;{).

n KeTr o€k

Using the regularity of ¢ we have for all x € o
(,O(IE, ’ﬂk) = 90('7:07”]{:) + @,(xo7 nk)(x - xa) + ('T - w0)6(x - xo),
where €(z — z,) > 0 as x — o — 0. In this way,
- N-1
Ry" = - Z k Z Z [[ v.nK,g{go'(:cU,nk)(m ~z5) + (T - 20 )e(x - mg)}d'y(m)] F"(uk),
n=0 KeTRpoefgk g

Since z, denotes the center of the edge o,
fc @' (zo,nk)(z - x5 )dy(z) = 0.
Moreover,
| [ @ w0)e(a - a0 )dy(a)
where €(h) - 0 as h > 0. Thus, ’

<lolhe(h),

[E[LaRy"]]

IN

VY X X RE[F(uio)l]lelhe(h)

N-1
n=0 KeTR o€k

, N-1 hd "
VOl |=e(h) 35 3 ke Eluk]]

n=0 KeTRr

SO Y 3 HIKIE{Juk]

n=0 KeTr

IN

IN

IN

v, _
@Cﬁ(h)nm’,kHLl(Qx(o,T)xB(o,R))
- 0as h—0.

To summarize, we proved in this second step that E[l ARh’k] — 0 as h — 0 which concludes the proof of
the proposition. m

The following proposition investigates the entropy inequalities which are satisfied by the approximate
solution w7 .

Proposition 5 (Continuous entropy inequality on the discrete solution) Assume that hypotheses
Hi to Hy hold. Let T be an admissible mesh in the sense of Definition 3, N € N* and let k = % e R} be
the time step and assume that

%AOashao. (20)
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Then, P-a.s. in 2, for any n € A and for any @ € ’D*(Rd x [O,T)):
/Rd N(uo)p(z,0)dz + /;zn(ufk)tpt(ac,t)dxdt%— fQFT’(ur,k)v.Vzgo(m,t)dmdt

T 1
v [ L ratur e dedW (@) « 5 [ o (ur g (ur ), et
> RM (21)
where for any P-measurable set A, E[lARh’k] -0 as h - 0.

Proof. The proof of this proposition will be separate in two steps: in a first time we will show that
Inequality (21) holds for a convenient R™* and in a second time, we will prove that for any P-measurable
set A, E[lAf%h’k] —-0as h—0.

Let T >0, uo € L(R%), T be an admissible mesh in the sense of Definition 3, N e N* and k = % e R}.We
assume that k/h - 0 as h — 0, in this way we can suppose that the CFL condition

k<(1—£)a2h
oV

holds for some £ € (0,1). In this manner, the estimates given by Proposition 1 and Proposition 2 hold.
Consider n € A and ¢ € D*(R% x [0,T)), thus there exists R > h such that suppy c B(0, R - k) x [0, TT.
We also define Tr = {K € T such that K c B(0,R)}.

Step 1: Let us show that Inequality (21) holds for a convenient R™*.

Note that the first term of Inequality (15) given by Proposition 4 can be rewritten in the following
way:

- z_:l Z [n(u}?l)—n(u?()]f o(z,nk)dx

n=0 KeTg K

:[kT fRdU(uT,k)sﬁt(z,t—k)dxdt+ > fKn(U?()SD(%O)dﬂ

KeTgr

Indeed, thanks to the discrete integration by part formula

N N-1
Z an(bn - bnfl) = aNbN - aObO - Z bn(anJrl - an)
n=1 n=0

and by using the fact that for all z in K ¢(x, Nk) =0 we get

T
f f n(urk)pe(,t - k)dedt =
k Rd

N-1

> Y [onuio) [pnk) - (o, (n-1)k)] da

n=1 KeTr
N-1

o 0 K;‘R fK [n(u}?l) - 77(1/}()] o(x,nk)dw

n=

e 3 [ e VR - n(ui)e(,0)ds
KeTgr

-3 5 [ i - nio)] e nkds

=0 KeTp

- u?( z,0)dzx.
P RICORED

3

By denoting

h,k
i

T
/0 /Rd 0 (urk)g(ur k) e(z, t)dzdW (t)
1
Dyt = 5/(;W”(UT,k)f(UT,k)cp(x,t)dxdt

one gets from Inequality (15), Inequality (21) with RM* defined by

RMF - Rh’k+fdn(uo)<ﬂ(%0)dﬂ?— > f”(u%)@(“’o)d‘x
R KeTp YK

T
+an(uT‘k)%(m’t)dmdt__[k .[]Rd n(ur k) ee(z, t — k)dzdt

N-1 (n+l)k

>y f

n=0 KeTp nk

+[ F"(ur k)v.Vap(x,t)dedt — f F"(ug)v.Veo(z,nk)dzdt
Q K

h,k ~h,k h,k ~h,k
+CMF O DIk DR
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where C™* D"* RM* are given respectively by (17), (18), (19) in the proof of the previous proposition.

Step 2: Let us show that for any P-measurable set A, E[IARh’k] —-0as h—0.
Thanks to Proposition 4, we know that for any P-measurable set A, E[IARh’k] — 0 as h — 0. Then it
remains to study the convergence of the following quantities:

E -1A( Jtwlpta,0dz= 53 [ n(u%xo(m,mdw)],
E ilA(/Q n(uﬂr,k)got(@t)dwdt—‘/kT‘/Rd 17(U7—7k)<pt(a:,t—k)dxdt)],

N-1

E 1A(fQ Fur 1)v.Vop(z,t)dzdt - 3 > f(nﬂ) f F'(ug)v.Vap(z, nk)dxdt)]

n=0 KeTr

E[lA(C{l’k _ C’h,k)] and E[lA(Df’k 3 ﬁh’k)],

Let us analyze separately the convergence of these terms as h — 0.

1. Convergence of E 1A(/ n(uwo)p(z,0)dr - 3" f n(u(}()np(a;,())d:c)]
R KeTp VK

Since uo € Li,.(R?), one shows that this term tends to 0 as h — 0.

2. Convergence of E |14 (/ n(ur.k)ee(z, t)dxdt — f f n(ur k)t (z, t - k)d:cdt)]
Using the regularity of the function @ and the a priori estimate on ur i, one shows that this term tends
to 0 as h - 0.

N-1

(n+1)k
3. Convergence of E'| 14 /F"(uﬁk)v.vrgp(m,t)dwdt— oy f f F(uy)v.Vap(z,nk)dzdt
Q

n=0 KeTp
Using again the regularity of the function ¢ and the a priori estimate on wur i, one shows that this term
tends to 0 as h — 0.

4. Convergence of E[lA(C’{L”c - C’h‘k)]
Using Cauchy-Schwarz inequality on 2 x B(0, R) and It isometry one gets

plaere-cm)| - el X w [ f ;"“)kn'(u?ag(u?(){w(x,nk)—¢<x7t>}dW(t>dx]
< Y vBon ( > [ et e - swojavo) ]dm)
n=0 KeTgr nk

N-1 (n+l)k m " 2
= > \/IB(O,R)I( > / fk E[(n (uK)g(uK){so(wmk)—w(x,t)}) ]dtdm)
n=0 KeTpr YK In

IN

VEVBORC el 3 b 3 r1E[07)*])

’ 2
VB0, R)[Cyl[pt|oo 17l Te™ 5" 0| .2 sty
— 0as h—0.

IN

5. Convergence of E[lA(D;L’k - th)]

;E[Z » f(n+1) f 1an" (uf)g? (uK)[ (z,nk) - o(x, t)]dxdt]

‘E[IA(D}L k Dh,k)]
n=0 KeTr

IN

]- "
kil [[oolgll2 @2l TIB(O, R)|
—- 0Qash—0.

To summarize, we proved in this second step that E[lAf%h’k] — 0 as h — 0, which concludes the proof of
the proposition. m
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5.3 Proof of the convergence

And we prove now the convergence of the finite volume approximation w7 ; to the stochastic entropy
solution of Problem (1).

Theorem 3 (Convergence to the stochastic entropy solution) Assume that hypotheses Hq1 to Ha
hold. Let T be an admissible mesh in the sense of Definition 3, N € N* and let k = % e R} be the time
step and assume that

%—>0a5h—>0. (22)

Let wr i be the finite volume approzimation defined by (8) and (9). Then wt i converges in LT (2x Q)
for any 1< p< 2 to the unique stochastic entropy solution of (1) in the sense of Definition 1.

Proof. Let 7 be an admissible mesh in the sense of Definition 3, N € N* and let k = % e R} be the time
step such that k/h — 0 as h - 0. In this way we can suppose that the CFL condition

k<(1f€)a2h
Soov

holds for some £ € (0,1). In this manner, the estimates given by Proposition 1 and Proposition 2 hold.
Consider A a P-measurable set, i € A, ¢ € D*(R? x [0,T)), thus there exists R > h such that suppy c
B(0,R-h) x [0, T[. We also define Tg = {K € T such that K ¢ B(0,R)}.

Let us multiply Inequality (21) by 14 and take the expectation. This yields:

E[lA fRd n(uo)cp(x,O)dw] +E[1A/Qn(urk)(pt(m,t)dxdt] +E[1A j;zF"(uT,k)v.Vzgo(%t)dxdt]

eB[La [ [0 @rigura)ee0ded 0]+ 3E[La [ of (a9 (ur ), o]
> E[IARh’k]. (23)

To show the convergence of w7 towards the unique stochastic entropy solution of our problem, we aim to
pass to the limit in the above inequality. Thanks to Proposition 5 we know that for any P-measurable set
A, E[lARh’k] — 0 as h —» 0. Thus it remains to study the convergence of the left-hand side of (23). Recall
that thanks to the a priori estimate stated in Proposition 1, ur , converges (up to a subsequence denoted
in the same way) in the sense of Young measures to an “entropy process” denoted by u in LQ(Q xQx (0, 1))
(see Section 4.3).

1. Study of E[IA /Qn(ufr,k)gat(at)dxdt]

Note that U : (w,z,t,v) € Q x Q xR —» 15(w)n(v)e:(z,t) € R is a Carathéodory function such that
U(.,uryz) is bounded in L?(Q x Q), thus

E[IA fQn(uT,k(:mt))gat(x,t)dxdt] - FE [1,4 fQ [01n(u(x,t,oe))dozgpt(:mt)dxdt] as h - 0.

2. Study of E[lAf F"(uTyk)v.ngo(x,t)dxdt]
Q

Since F"(wr ) is bounded in L*(Q x Q), using the same arguments as previously, we obtain

1
E [1A f F"(uT,k)v.nga(x,t)dxdt] - F [1A / f F"(u(x,t,a))v.vmtp(x,t)dadxdt] as h — 0.
Q Q Jo

T
3. Study of E[lA fo fmd n'(uT,k)g(uT,k)ga(m,t)dde(t)]

By denoting VU : (w,z,t,v) € A x Q xR = n'(v)g(v)p(z,t) € R, thanks to Proposition 1, ¥(.,ur ) is
bounded in L*(Q x Q), and therefore W(.,ur ;) converges weakly (up to a subsequence denoted in the
same way) in L?(Q x Q) to an element called .

But, for any ¢ € L*(Q2xQ), (w,z,t,v) e Ax QxR — ¢(w,z,t)¥(w,z,t,v) is a Carathéodory function such
that (¢W(.,ur )) is uniformly integrable. It is based on the fact that for any subset H of Q x Q,

1/2
fH|¢\1r(.,uT,k)|dmdthgc(H\I/(.,uT,k)HLz(H))[/H|¢|2dxdtdp] .

Thus, at the limit,
1
f \GdzdtdP = f f U(.,u(.,a))daddzdtdP.
QxQ aQxQ JO
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1

By identification, (., ur k) — f U(.,u(.,a))da weakly in L?(2xQ). Using now the linear continuity of
0

the stochastic integral from L*(2x Q) to L2(£2 x R?), which implies the continuity for the weak topology:

[ @rgturadeaw ey~ [ [ (. a))a(aa))pdadiV(t) weakly in L(0 x B,

As 1alp(o,r) € L*(Q x ]Rd) one gets at the limit

E[1Af0TfRd n'(uT,k)g(uT7k)np(m,t)dxdW(t)]—>E[1A/OTfRdfoln'(u(m,t,a))g(u(a:,t,a))ap(a:,t)dadxdW(t)].

4. Study of %E[lA f n"(uT,k)QQ(uT,k)gp(x,t)dmdt]
Q

Since U : (w,z,t,v) € Ax QxR » 1" (1)g*(v)p(x,t)1a(w) € R is a Carathéodory function such that
U(.,ur ) is bounded in L?(Q x Q), at the limit we get:

%E[lALn"(ufr,k)gQ(uT,k)gp(:r,t)d:cdt]»%E[lA/Q[}1n"(u(x,t,a))gz(u(ﬂc,t,a))go(x,t)dad:cdt].

Finally, by passing to the limit in Inequality (23), we obtain:
For any P-measurable set A, for any 7 € A and for any ¢ € D (R x [0,T))

0 < Efla fRdn(uo)go(m,O)dx]+E[1AfQ/(;1n(u(:c,t,a))<pt(x,t)dadmdt]
+E[1AfQfolF"(u(m,t,a))v.vztp(x,t)dad;cdt]
B[t [0 [ [ et 0)g(ue b a))p(, dadzdiv (1)
+E[1A%/Qfoln"(u(x,t,a))g2(u(x,t,a))go(x,t)dadmdt]

Hence u is a measure-valued entropy solution in the sense of Definition 2. Thanks to Theorem 1, u is
the unique stochastic entropy solution in the sense of Definition 1 and we denote it by u. Hence, all the
sequence of approximate solution w7 ; converges to u in L},.( x Q). In addition, since uT,) is bounded
in L?(Q x Q), all the sequence converges in L? (Q2x Q) forany 1<p<2. m
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